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RESEARCH TECHNIQUES MADE SIMPLE
Research Techniques Made Simple: Feature
Selection for Biomarker Discovery

Rodrigo Torres1 and Robert L. Judson-Torres1,2,3
Molecular biomarkers can be powerful tools for aiding in the efficiency and precision of clinical decision-
making. Feature selection methods, machine-learning, and biostatistics have been applied to discover sub-
sets of molecular markers that identify target classes of clinical cases. For example, in the field of dermatology,
these approaches have been used to develop predictive models that identify skin diseases, ranging from
melanoma to psoriasis, based upon a variety of biomarkers. However, a continuous increase in the variety and
size of datasets from which candidate biomarkers can be derived, and limitations in the computational tools
used to analyze them, have hindered the interpretability of biomarker discovery studies. In this article, the
various methods of feature selection are described along with the important steps needed to properly validate
the performance of the selected methods. Limitations and suggestions toward uses of these methods are
discussed.
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INTRODUCTION
Is bigger data always better data?
Biomarkers play an important role in helping to improve
early diagnosis of disease and prognosis of treatments. For
diseases where early diagnosis greatly improves survival
rates, such as melanoma, the identification of improved
biomarker-based predictive models that are quantitative,
reliable, economic, and easy to interpret would substan-
tially improve patient well-being. Consequently, a myriad
of reports connecting patient diagnosis or outcome to
quantitative measurements—ranging from gene expression
level or methylation status to clinical images analyzed by
artificial intelligence—have emerged in recent years
(Conway et al., 2019; Esteva et al.,2017; Shen et al., 2018).
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SUMMARY POINTS
� Feature selection can be used to help with
biomarker studies by providing more
interpretable and possibly more relevant targets
that could improve classification performance.

� There are many feature selection methods that
can be used, each with unique benefits and
weaknesses to be considered varying from
balancing speed and simplicity with performance
and complexity of interactions used.

� Regardless of how features are selected, proper
validation is needed to avoid overfitting and to
obtain the best real-world estimates of the
performance of the model.

LIMITATIONS
This review provides an introduction to the use of feature
selection for biomarker discovery, intended to aid in the
assessment of published reports, but does not capture all
the complexities involved in applying the methods. It is
important to be cautious of overfitting when conducting
any form of feature selection as overoptimistic estimates
of performance can easily be obtained.
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Given the number and size of datasets, and the range of
advanced analytical methods available, it can be difficult to
assess the degree of accuracy and generalizability of each
individual study. The purpose of this review is to provide a
practical guide for the assessment of biomarker discovery
using feature selection for researchers and clinicians who
are not specialized in data science.

In the age of big data, biomedical researchers are often
presented with the challenge of “wide” datasets—the
consequence of studies where sample size is dwarfed by
the number of measured characteristics from each sample.
Wide datasets are usually associated with high
throughputeomics approaches, such as next generation
genomic or transcriptomic sequencing, metabolomics,
proteomics, and lipidomics, but can also include other
types of datasets, such as clinical images or information
from electronic health records. Each measured character-
istic for a given sample, whether categorical values (e.g.,
sex, race) or numerical values (e.g., age, gene expression
level), is considered a feature of that sample (Figure 1a).
The full set of different features collected from a set of
samples is the feature space. When searching for candidate
biomarkers, investigators identify features or sets of features
from the feature space that are associated with one specific
target feature (also called target class) of interest, such as
clinical outcome. Predictive models can then be generated
by first training a function to best map these features to a
target class. The trained model can then be tasked to
identify the target class of new samples based only upon
the selected features that provided the most accurate
mapping. This process of feature selection can involve the
application of common statistical tests (with which most
researchers are familiar) or more computationally
demanding machine-learning classifiers (often considered a
“black box”). In all cases, the use of wide datasets for
biomarker discovery runs the risk of false discovery via
overtraining, and external datasets are required for valida-
tion. This review highlights the strengths, weaknesses, and
appropriate application and validation of approaches to
feature selection.

WHAT IS FEATURE SELECTION?
When dealing with wide datasets, a variety of dimension-
ality reduction techniques are available, such as feature se-
lection and feature extraction. The purpose of these
techniques is to remove irrelevant and redundant features.
Feature selection is the process of refining a large set of
variables or characteristics to a subset that optimally sepa-
rates two or more target classes of samples. Feature extrac-
tion transforms the features into a smaller feature space by
combining them into new features that still represent the full
feature set, instead of taking a subset. Whereas both feature
selection and extraction serve the goal of optimizing the
feature space, feature selection maintains the original iden-
tity of the features, which allows for better interpretability
and, therefore, more readily accessible targets for a
biomarker study. Both methods are powerful tools for iden-
tifying the features that best map samples to specific target
classes.

As performance of predictive models tends to decrease
when too many features are considered (Figure 1b), suc-
cessful biomarker discovery relies on appropriate feature
selection approaches. Feature selection can help improve
the performance and utility of a predictive model by
eliminating confounding variables, providing simpler
models less prone to overfitting, optimizing the efficiency
and reducing the cost of future data collection, and high-
lighting variables that can be examined for causal links to
the predicted class (Guyon and Elisseeff, 2003). The
fundamental goal of all feature selection methods is to
remove features that are, at best, irrelevant or redundant for
a predictive model or, at worse, add noise into the model.
The process can use a broad range of computational and
statistical methods and be automatic through algorithm-
based selection or manual through user-selected
thresholding.

Features can be ranked based upon a desired criterion
and are often combined with various methods of predictive
modeling. Strategies for using feature selection in modeling
can generally be divided into three subtypes: feature
filtering, feature wrappers, and embedded methods (Saeys
et al., 2007; Figure 1c). Criteria used to establish feature
rank depends on the method used. Feature filtering utilizes
traditional univariate statistical methods such as t test or
correlation to rank features based on relevance using a P-
value or degree of information gain. An arbitrary user-
defined threshold is then often used to select top ranked
www.jidonline.org 2069
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Figure 1. Features and feature
selection. (a) Any measured
characteristic or variable can be
considered a feature. Within this
example dataset, samples contain both
categorical features (red), such as the
sex of the patient or location of the
lesion, and numerical features (blue),
such as the age of the patient or the
expression level of an RNA biomarker.
Together, these features represent the
independent variables for the dataset,
whereas the target variable (diagnosis
from pathology; orange, also a feature)
is the dependent variable. (b) As the
number of features increases, the
performance of predictive models
increases up to an optimal point.
However, the addition of more
features with a limited-sized training
set will degrade performance. (c)
Differences between the following
three feature selection methods: filter,
wrapper, and embedded.
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features for use in training a predictive model. Feature
filtering methods have the benefit of being fast, simple, and
straightforward to interpret. An example of successful
feature filtering was reported in a recent article identifying
a microRNA (miRNA) signature for cutaneous T-cell lym-
phoma by comparing the top differentially expressed miR-
NAs shared between two datasets (Shen et al., 2018). In
this report, the authors identify five miRNAs of over 1000
from Agilent and Affymetrix miRNA microarrays, the
expression of which predicts a diagnosis of cutaneous T-
cell lymphoma with 96% sensitivity and 72% specificity
upon validation. However, because each feature is
considered independently, feature dependencies are not
detected when using this approach. For example, two
highly ranked features may provide redundant information,
Journal of Investigative Dermatology (2019), Volume 139
or, in contrast, two poorly ranked interdependent features
may become highly predictive only when both are
considered (Guyon and Elisseeff, 2003). Feature filtering
allows initial estimates of predictive performance, but other
feature selection methods often outperform filter methods
(Kohavi and John, 1997).

Unlike feature filters, wrappers and embedded methods
couple feature ranking and selection directly with the
training of a classifier. The types of classifiers used in these
approaches are myriad, and their application has been
reviewed extensively (Aggarwal, 2014; Maglogiannis,
2007). Some popular examples include linear models,
such as logistic regression and support vector machines;
decision tree-based models, such as classification and
regression trees and random forest; and probabilistic based
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Figure 2. What is overfitting? When conducting feature selection and model
building, it is crucial to avoid overfitting. Overfitting occurs when the model is
built to best describe the training data but fails to fit any new data. In this
example, three models are built on the training data to separate two classes.
When evaluating the performance of the models on the test dataset, it is clear
that model 1 is underfit (because it does poorly on both sets), model 2 is
properly fit (because it has similar performance on both sets), and model 3 is
overfit (because the performance is overestimated in the training set).
Overfitting can be avoided by generally using simpler models and minimizing
the number of input factors in a model. Regardless of the model or feature
selection method used, it is important to evaluate the generalization of the
model with proper validation.
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models, such as naïve bayes. Wrappers and embedded
methods rank and select features using the performance of
these classification models trained with subsets of features.
Thus, features are ultimately selected if they consistently
permit optimal performance of a predictive model. Wrap-
pers provide a method to iteratively test feature subsets
with any classifier that ranks features based upon a mea-
sure of prediction performance, thus identifying the optimal
performing subset of features. Considering that an exhaus-
tive search of all subsets of features would be too
computationally expensive, search algorithms are imple-
mented, such as backward and/or forward selection and
genetic algorithms. This combination of a classifier with a
search algorithm constitutes a wrapper method. Wrapper
methods evaluate feature dependencies and permit flexi-
bility in the classifier; however, because each iteration in
the feature selection creates a new subset to test, it grows
exponentially with the number of features, resulting in
methods that are both computationally demanding and
have a higher chance of overfitting the data (Figure 2).

Embedded methods are classifiers that have a built-in
process of feature selection, which means that unlike
wrappers, they do not separate the learning from the
feature selection steps. These methods include random
forest and other decision tree-based models, as well as
regularized methods like LASSO. In a recent study, an
embedded method was used to identify a 40-CpG clas-
sifier for distinguishing primary invasive melanoma from
nevi, with sensitivity of 96.6% and specificity of 100%
upon validation (Conway et al., 2019). The investigators
used a method called elastic net. After each iteration of
this method, features that are not important for the model
are moderately penalized, such that their potential
contribution to the model during the next iteration is
reduced. Over many iterations, the contribution of fea-
tures that are consistently unimportant is reduced to zero
and, conversely, the contribution of features that are
consistently important is amplified in comparison. By
applying this method, 40 methylation sites of 41,448
probes were found to be predictive of a malignant
diagnosis, when considered in aggregate. Embedded
methods have the benefit of being faster than wrapper
methods while still incorporating feature subsetting and
feature dependencies into classifier construction; how-
ever, they are limited to specific prebuilt classifiers, such
that features determined from one classifier might not
work with another. Each of these models and documen-
tation for their application are available for investigators
trained in the R or python languages. Several recent and
excellent reviews provide detailed descriptions of how to
apply these methods (Perez-Riverol et al., 2017). A case
study, including sample data, code, and instructions, is
provided as supplementary materials for this review. An
investigator with basic training in R can use these ma-
terials to gain an introduction to recursive feature elimi-
nation, and the concepts of redundancy and noise in a
feature space.

Feature selection can be a powerful method for
improving the classification performance of candidate
biomarkers (Hemphill et al., 2014). However, there are
important limitations that need to be acknowledged when
choosing a specific method and evaluating the feature
subsets and performance. First, it is important to know the
limitations and advantages of each method (Figure 1c).
Second, an investigator must appreciate that there is no
single feature selection method that is guaranteed to
improve performance. Third, scalability can also be a
problem especially with very large or small datasets as a
small dataset might not properly determine the relevance
of features and a large dataset can require too much
computation to use some feature selection methods.
Finally, when comparing models, it is also critical to un-
derstand the concept and role of stability. Stability refers
to the robustness of the feature subset selection to differ-
ences in the training set sampling. In an unstable method,
small differences in the training set sampling can result in
completely different sets of selected features, each of
which produce equivalent performance. More stable re-
sults can be obtained from ensemble methods that have
been developed to minimize this problem by combining
ranks from multiple tests or using bootstrapping to aggre-
gate results (He and Yu, 2010). In a recent study, we used
an ensemble method Boruta (Kursa and Rudnicki, 2010) to
find a consistent set of miRNAs for classification of pri-
mary melanoma from nevi (Torres et al., in press),
addressing the previously described poor stability of
miRNA biomarkers for melanoma detection (Jayawardana
et al., 2016). With this method, during each iteration, a
www.jidonline.org 2071
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Figure 3. Feature selection workflow. Example of feature selection workflow from a study of miRNAs as biomarkers for melanoma. (a) The study generated a
wide dataset, with many more features than samples, using next generation sequencing. A feature selection method called Boruta was used to test the importance
of each miRNA for accurate classification over 1000 iterations, as compared to randomly generated artificial features (shadow features). Six miRNAs were
significantly more important than both the median and the top performing shadow feature. (b) The study then considered only the expression of the feature
selected miRNAs over a larger sample set. Cross-validation was used to compare the accuracies of several models. ROC curves and AUC for each model are
shown. Sensitivity and specificity corresponding to black points are shown. (c) A third external dataset was generated to validate the optimally performing
random forest model. AUC, area under the curve; GLM, generalized linear model; M, median performing; miRNA, microRNA; NB, naïve bayes; RF, random
forest; ROC, receiver operating characteristic; Sens, sensitivity; Spec, specificity; X, top performing.
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number of artificial features equal to the number of
measured features are generated by randomizing the
values of each feature. A model is then trained using the
random forest method, and both real features and artificial
features (called shadow features) are ranked based upon
Journal of Investigative Dermatology (2019), Volume 139
importance for predictive accuracy. Only those features
that consistently score better than all shadow features are
retained for further iterations. In doing so, features less
likely to add to performance are eliminated and features
that stably contribute to performance are retained. In this
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• To control for bias from
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Figure 4. Validation methods. Summary of the important uses of validation methods when building a model regardless if feature selection is used. Cross-
validation or holdout set splits can both be used to test performance of model parameters and feature sets, but a separate validation with an external dataset is
needed outside of cross-validation to determine the generalizability of the model. CV, cross-validation.
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study, the investigators used this approach to first identify
six microRNAs with diagnostic value from a wide dataset
(Figure 3a). Just these six features were then measured in a
much larger cohort and used to identify an optimal clas-
sification model using cross-validation to test performance
(Figure 3b). Finally, the generalizability of the model was
tested using a third external validation cohort (Figure 3c).
These types and purposes of validation are discussed in
the next section.

VALIDATION APPROACHES IN BIOMARKER DISCOVERY
After wide datasets are refined to just those features that
optimally separate samples into classes of interest using a
trained model, validation processes are used to determine the
generalizability of the model. Standard practice with a suffi-
ciently sized dataset is to split samples into training and test
sets (Figure 4). The training set is used to perform feature
selection, classifier selection, and ultimately train a predictive
model, whereas the test set is held in reserve to validate the
trained model. Variations on this method provide non-biased
performance data from samples that were not used to train the
model. However, since all samples originally came from the
same dataset, this method of validation is not a strong indi-
cator of real-world performance. Biases, noise or confounding
variables introduced by the method of sample collection, the
location or time the samples were collected, the technologies
used to measure features, or the researchers collecting the
samples are not taken into account when using this approach.
Further testing on an external validation set with a completely
separate population sample can better estimate real-world
performance of the model. If conducted with a large data-
set, this external validation can also allow for interrogation of
performance that is dependent on specific subgroups and
used to reassess the utility of the model in specific clinical
settings (Figure 4). It is important to note that these described
strategies for validation represent a baseline for candidate
biomarker identification for the assessment of discovery-
based reports. Further clinical validation requires extensive
assay development and subsequent testing at different sites
(Voskuil, 2015).

Worth discussion is the practice of cross-validation. Cross-
validation involves removing a portion of the training data,
optimizing with the remainder, and testing with the withheld
data. Unlike the training set/test set division described above,
many iterations of data withholding and testing are con-
ducted, and average aggregated performance measurements
are used to identify an optimal model. When conducting
feature selection, classifier selection, and model training,
cross-validation is an excellent strategy for optimizing model
parameters with minimal bias and is commonly applied.
However, as the process inherently resamples the same data
set for both training and testing, cross-validation should not
be considered a substitution for the validation strategies
described earlier.

SUMMARY
Feature selection can be a powerful method for improving
classification performance. When evaluating methods, it is
important to note that no one method will always perform
better than others. Knowing the limitations of the dataset
and using multiple methods can increase the chance of
finding an optimal model. Regardless of the feature se-
lection methods used, proper validation prevents false
assumptions from the dataset and maximizes the
www.jidonline.org 2073



MULTIPLE CHOICE QUESTIONS
1. Which of the following is NOT a benefit of

feature selection?

A. It can reduce overfitting

B. It can help remove irrelevant and redundant
features

C. It can transform all features into a smaller
feature space

D. It allows for the selection of more
biologically relevant targets associated with
target class

2. The advantages of embedded feature selection
methods include all of the following, EXCEPT:

A. Take advantage of feature dependencies

B. Combine features subsetting and classifier
construction

C. Are more computationally efficient than
wrapper methods

D. Can be used with any classification method

3. Which of the following is NOT a possible cause
of overfitting the model?

A. Using too many model parameters for the
size of the dataset

B. Using cross-validation during model building

C. Having many irrelevant features

D. Using less of the data

4. The external validation dataset is used for which
of the following?

A. Validating model parameters optimized
during training

B. Testing the generalizability of a training
model on data not used for training

C. To remove all bias from training data

D. Testing the generalizability of a model to an
outside population

5. Which of the following is an appropriate use of
cross-validation?

A. Validating model parameters optimized
during training

B. Testing the generalizability of a training
model on data not used for training

C. To remove all bias from training data

D. Testing the generalizability of a model to an
outside population

Note: See online version of this article for a detailed
explanation of correct answers.

Journal of Investigative Dermatology (2019), Volume 1392074
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generalization of the model on future data. Researchers,
dermatologists, and dermatopathologists interested in
assessing the generalizability of reported predictive models
should consider the rationales behind each applied
method and the types of validation sets tested. The com-
bination of these methods can help ensure the reliability
of new diagnostic and prognostic biomarkers for derma-
tological diseases.
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by te
valida
3. Which of the following is NOT a possible cause of over-
fitting the model?
best p
Answer: B. Using cross-validation during model building.
ing cross-validation during model building the chance
rfitting is reduced because parameters are trained on a
er sampling of the data.
4. The external validation dataset is used for which of the
following?
Answer: D. Test the generalizability of a model to an outside
population.
al validation is best used to test the real-world perfor-
e of a model on a population that was not biased by the
al feature selection or methods.
5. Which of the following is an appropriate use of cross-
validation?
Answer: E. Validating model parameters optimized during
training.
g cross-validation, model parameters can be optimized
sting the performance of the model over each cross-
tion fold with changing hyperparameters to find the
erforming set.
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